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Can Ye∗, Student Member, IEEE, B. V. K. Vijaya Kumar, Fellow, IEEE, and Miguel Tavares Coimbra, Member, IEEE

Abstract—In this paper, we propose a new approach for heart-
beat classification based on a combination of morphological and
dynamic features. Wavelet transform and independent component
analysis (ICA) are applied separately to each heartbeat to extract
morphological features. In addition, RR interval information is
computed to provide dynamic features. These two different types of
features are concatenated and a support vector machine classifier
is utilized for the classification of heartbeats into one of 16 classes.
The procedure is independently applied to the data from two ECG
leads and the two decisions are fused for the final classification
decision. The proposed method is validated on the baseline MIT-
BIH arrhythmia database and it yields an overall accuracy (i.e., the
percentage of heartbeats correctly classified) of 99.3% (99.7% with
2.4% rejection) in the “class-oriented” evaluation and an accuracy
of 86.4% in the “subject-oriented” evaluation, comparable to the
state-of-the-art results for automatic heartbeat classification.

Index Terms—Heartbeat classification, independent component
analysis, support vector machine, wavelet transform.

I. INTRODUCTION

COMPUTER-ASSISTED electrocardiogram (ECG or
EKG) interpretation has been an intense research focus

for decades. Research advances in automatic ECG analysis have
made positive contributions to the timely detection and better
management of cardiac disorders in clinical situations.

Cardiac arrhythmias refer to a large group of conditions in
which there is abnormal activity or behavior in heart [1]. Some
types of arrhythmia are life-threatening medical emergencies
that can trigger cardiac arrest and sudden death, such as ventric-
ular fibrillation and tachycardia. Detection of such arrhythmias
has been well investigated [2]–[4].
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In this study, we have investigated the detection of an-
other group of arrhythmias, which might not be critically life-
threatening but still need attention and therapy to avoid de-
terioration. An essential step toward detecting and classifying
arrhythmias is the classification of heartbeats, given that heart
rhythm category can be determined by the recognition of classes
of consecutive heartbeats [5]. Beat-by-beat human-based exam-
ination can be very time-consuming and tedious to be practical
in many scenarios. Besides, automatic ECG analysis is signifi-
cant in long-term online monitoring of cardiac activity for timely
detection of abnormal heart conditions, in which case the hu-
man monitoring and interpretation is unable to satisfy real-time
diagnosis requirements. Therefore, automatic heartbeat classi-
fication of ECG signals can be instrumental in the diagnosis
of cardiac arrhythmias and is the focus of investigation in this
paper.

In the recent past, there have been numerous works [6]–[17]
reported on automatic heartbeat classification. These works ex-
plored the characterization of heartbeats using a variety of fea-
tures, including Hermite coefficients [6], [9], [13], high-order
statistics features [9], [17], wavelet features [11], [14], wave-
form shape features [8], [10], [12], [15]– [17], etc. A number of
machine learning algorithms have been proposed for classifica-
tion, such as self-organizing map (SOM) [6], linear discriminats
(LDs) [8], [12], [15], decision tree [10], support vector machine
(SVM) [9], [11], artificial neural network (ANN) [13], [14],
dynamic Bayesian network (DBN) [16], conditional random
field (CRF) [17], etc. The algorithms were validated through
the baseline MIT-BIH arrhythmia database [18].

The relevant literature [6]–[17] can be categorized into two
different types based on the adopted evaluation scheme, namely,
“class-oriented” and “subject-oriented.” The “class-oriented”
evaluation was adopted in most works, such as [6], [7], [9]–[11],
[16]. The heartbeat segments were extracted from all or a few
selected records of the MIT-BIH arrhythmias database and were
clustered, based on the categorization of heartbeats. A certain
fraction of each cluster (i.e., class) was selected as the training
dataset and the remaining heartbeats were used as the testing
dataset. Although it has been widely used for evaluation in the
literature, it is worth noting that the “class-oriented” evaluation
scheme is not a realistic measure of performance of automatic
heartbeat classifier in real applications, leading to optimistic
results since interindividual variation in ECG characteristics is
less in such tests due to the fact that the training and testing
datasets contain heartbeats from the same subjects, i.e., a sim-
ilar beat might be included in the training dataset. However, in
real applications, an ECG heartbeat classifier that performs well
for a given training database could fail in predicting ECG signals
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TABLE I
COMPARISON OF THE RESULTS FROM THE PROPOSED METHOD WITH PUBLISHED RESULTS [6]–[11]

from an “unobserved” individual, due to wild variations in ECG
characteristics among different subjects and subject groups. A
more realistic evaluation scheme, namely, the “subject-oriented”
evaluation scheme, was proposed by De Chazal et al. [8] and
adopted by recent works [15], [17]. The full database was di-
vided into the training and the testing set based on records;
the records in the training set were excluded from the testing
set so that interindividual variation in ECG characteristics were
taken into account, providing a more realistic estimate regarding
the performance of heartbeat classifiers. The works [12]–[14]
also adopted the “subject-oriented” evaluation. However, these
works propose to build patient-specific heartbeat classifier. The
beginning part (e.g., the first 5 min) of the particular individ-
ual record, termed as the individual training period, along with
the manual beat annotations, is used for adapting the pretrained
global classifier into a customized classifier. Although it usually
yields significantly better performance with such adaptation,
we have to note that manual labels of the individual training
period require the external intervention, i.e., beat-by-beat an-
notation from cardiologists. Such external intervention makes
the heartbeat classifier not fully automatic. Besides, the beat-
by-beat annotation is expensive and time-consuming, making it
impractical in most real applications. In this paper, both “class-
oriented” and “subject-oriented” evaluation schemes are inves-
tigated. The design of “patient-specific” heartbeat classifier is
not the focus and will not be discussed in this work. In summary,
the “class-oriented” method is evaluated as a comparison with
the literature results; the “subject-oriented” evaluation scheme
is investigated as an estimate of potential performance of the
proposed algorithm in clinical practice.

A comparative summary of these algorithms [6]–[17] as well
as our proposed method can be seen in Table I. The primary dif-
ferences derive from the following three aspects: feature extrac-
tion, classification, and two-lead fusion. For instance, in terms of
feature extraction, wavelet, and ICA features have been utilized
in [11]. In contrast with [11], where only approximation coeffi-
cients at level 4 are extracted as the wavelet features, we propose
to utilize a combination of approximation coefficients at level 4
and detail coefficients at levels 3 and 4 as the wavelet features of
heartbeats, since it corresponds to the frequency range of ECG
signals, i.e., 0.5–40 Hz, as will be discussed in Section III. Jiang
et al. [11] trained ICA components using 10 000 normal heart-
beats, while in this study we have used hundreds of heartbeats

from all of 16 classes, in order to improve our ability to describe
the morphology of arrhythmias using these coefficients.

RR features has been widely employed in the literature, pro-
viding the characterization of temporal information of heart-
beats. For most of the previous works [7], [13], [14], [16],
two instantaneous RR features, also regarded as heartbeat in-
terval features, were utilized namely, previous RR and post-RR
features. De Chazal et al. [8] proposed another two RR fea-
tures, i.e., local RR and average RR features, in addition to the
two instantaneous RR features; this configuration was followed
in [12], [17]. Although this idea is an interesting compact way
to describe dynamic differences between beats, we will explain
in Section III-F that some of these features, especially aver-
age RR, are not only unrealistic for online monitoring but also
biased providing optimistic results.

In this work, the SVM is employed as the machine classifi-
cation method. The probability estimates of each prediction are
utilized to fuse the classification results from the two lead signals
to make the final decision for each heartbeat, which turns out to
be effective in making significant improvement over single-lead
performance. In the literature, this was only done in [8], [12],
[15], where the probability estimates from the two linear dis-
criminant classifiers were utilized to fuse the prediction results
from the two leads.

Motivated by this critical review of the previously most suc-
cessful algorithms for heartbeat classification, this work pro-
poses a new representation of heartbeats using a combination of
improved morphological and dynamic features extracted from
ECG signals. The motivation comes from a rule of thumb in
clinical practice that ectopic heartbeats (arrhythmia heartbeats)
can be distinguished from normal heartbeats in terms of both
“morphology” and “dynamics” differences, as depicted in Fig. 1.
Ectopic heartbeats can usually be characterized by various dif-
ferent abnormal or distorted patterns in the waveform shape
(e.g., distorted QRS complex) or missing some important com-
ponents (e.g., P wave) in one heart cycle. Besides, cardiac ar-
rhythmias can typically be associated with and identified by var-
ious irregularities in heart rhythm. Based on this observation,
we hereby propose to utilize the combination of morphologi-
cal and dynamic features as the representation of the heartbeat,
providing the characterization of the morphology of and the dy-
namics around the given heartbeat. It is worth noting that the
morphological features used in this work are rather different
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Fig. 1. Example for the illustration of the morphological and the dynamic
differences between a normal beat and an ectopic beat.

from the waveform shape related features utilized in [8], [10],
[12], and [15]–[17], which are defined as the duration or the
interval between fiducial points, e.g., QRS duration, PR inter-
val, etc. Instead, the morphological features investigated are
obtained by expanding the heartbeat segment into two feature
spaces, characterized by wavelets and ICA components as basis
functions. Compared with the waveform shape-related features,
the proposed morphological features provide a more complete
representation regarding the morphology of the given heartbeat;
moreover, the computation of waveform shape-related features
requires the additional detection of other fiducial points besides
R peak location, such as the onset and offset of T wave and P
wave, which are usually sensitive to noise, possibly rendering
this type of feature vulnerable in some ambulatory scenarios.
Specifically, the resulting morphological features consist of the
wavelet features (approximation coefficients at level 4 and de-
tail coefficients at levels 3 and 4) and the ICA features, i.e.,
the weights on the trained ICA components. In addition to the
morphological features, four improved RR interval related fea-
tures are derived for each heartbeat to represent the dynamic
characteristics in various scales. Consequently, each heartbeat
is represented by the combined morphological and dynamic fea-
tures. As we will see in Section IV, this proposed novel feature
representation provides superior classification performance in
distinguishing heartbeats from a variety of classes.

This paper extends our previous study [20] in the following
aspects: 1) a more reasonable and realistic definition of local and
average RR interval feature is utilized; 2) a new probabilistic
estimate-based two-lead fusion approach is proposed to incor-
porate the two independent answers from the two single-lead
SVM classifiers so as to determine the final classification an-
swer; 3) both leave-one-out “record-by-record” cross validation
and “subject-oriented” approaches are employed to evaluate the
proposed method, providing a more realistic estimate of the
performance in practice.

The rest of the paper is organized as follows: in Section II,
the ECG dataset and the evaluation schemes are discussed;
Section III presents theoretical background of the methodolo-
gies used and details of the experimental procedure; the ex-

perimental results, discussion as well as comparison with the
published results are shown in Section IV; and conclusions are
provided in Section V.

II. DATASET

A. Materials

The MIT-BIH arrhythmia database [18] was developed as
the standard test material for the evaluation of arrhythmia de-
tectors. The database is regarded as the benchmark database in
arrhythmia detection and classification and has been extensively
utilized for algorithm validation [6]–[17]. In this study, the per-
formance of the proposed approach is also reported on this
baseline database, allowing a direct comparison with published
results.

The database contains 48 half-hour two-lead ambulatory ECG
signals (denoted as lead A and lead B) from 47 subjects. Sig-
nals were band-pass filtered at 0.1–100 Hz and digitized at
360 Hz. Twenty-three records were chosen to contain normal
sinus rhythm (NSR) and a representative set of routine arrhyth-
mias; the other 25 records were selected to include less common
but clinically significant cardiac abnormalities. In 45 recordings,
the lead A signal is a modified limb lead II (MLII); the lead B
signal is usually a modified lead V1 (occasionally V2 or V5,
and in one instance V4). In the other three recordings, the lead
A is V5 and the lead B is V2 (two instances) or MLII (one
instance, i.e., signals were reversed). More detailed information
regarding routine ECG lead placements can be found in [21].

We observe that the waveform shape varies among different
lead configurations, i.e., sensor locations. For instance, heart-
beats tend to have more prominent peaks in lead A signal than
lead B signal. In addition, it is also noticed that ectopic beats
seem to be more discernible than normal beats in lead B signal
(e.g., in record 106). These observations motivate us to utilize
both lead signals to make the decision, so as to improve the
classification confidence.

There is an annotation file associated with each record, pro-
viding the reference annotations for each heartbeat, such as the
location of the QRS complex and the category of the heartbeat.
The category annotations are utilized as the ground truth for
algorithm evaluation. The manual annotations of QRS locations
are utilized for the segmentation of ECG signals, following the
practice in the literature, so as to obtain heartbeat segments.
Besides, an additional experiment is conducted by introducing
certain artificial jitter to the annotated QRS locations, as an
estimate of the potential error introduced by using a QRS de-
tector, instead of using manual QRS annotations. The details of
heartbeat segmentation will be discussed in Section III.

B. Evaluation Strategy

Two types of evaluation approaches are investigated in this
paper, namely, “class-oriented” and “subject-oriented.”

The “class-oriented” evaluation is conducted, to allow for the
direct comparison with most published works, such as [6], [7],
[9]–[11], [16]. In the “class-oriented” evaluation, all 48 records
are used and heartbeat segments are obtained by segmenting
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TABLE II
SUMMARY OF THE INFORMATION OF THE TRAINING AND TEST DATASETS IN CLASS-BY-CLASS EVALUATION SCHEME

ECG signals using the annotations of QRS location. The re-
sulting heartbeat dataset are clustered into 16 clusters, each
corresponding to one heartbeat class. The entire dataset was
then split into training and testing datasets by randomly select-
ing a certain fraction from each of the 16 classes. Specifically,
13% of the beats from the normal class, 40% of the beats from
each of five bigger arrhythmia classes (i.e., “L,” “R,” “A,” “V,”
“P”), and 50% of the beats from each of ten smaller arrhyth-
mias classes were randomly selected to constitute the training
dataset, for a total of 21.89% beats of the whole dataset. The re-
maining heartbeats are utilized as the test dataset. The details of
the 16 heartbeat classes as well as the datasets are summarized
in Table II.

As discussed in Section I, the “class-oriented” evaluation
leads to optimistic results. Therefore, the “subject-oriented”
evaluation is conducted in addition as a more realistic estimate
of generalization ability of the algorithm in practice. Accord-
ing to ANSI/AAMI EC57:1998 standard [19], the four paced
records (i.e., the records 102, 104, 107, and 217) are excluded
for experiments. The remaining 44 records are divided into the
training and testing dataset, each consisting of 22 records, fol-
lowing the database division used in [8], [12], [15], and [17].
For the “subject-oriented” evaluation, the performance was re-
ported in the five-class scheme recommended by ANSI/AAMI
EC57:1998 standard [19], allowing direct comparison with pub-
lished results. The original 16 heartbeat classes are reclustered
into the five bigger classes, namely “N” (i.e., any heartbeat
not in S, V, F, or Q classes), “S” (i.e., supraventricular ectopic
beat), “V” (i.e., ventricular ectopic beat), “F” (i.e., fusion beat),
and “Q” (i.e., unknown beat). The mapping from the MIT-BIH
arrhythmia database heartbeat classes to the AAMI heartbeat
classes is shown in Table III. In addition, the record-by-record
cross validation is also conducted; basically, the dataset com-
posed of 44 records is divided into 44 folds, with each fold
consisting of heartbeat segments from one record. For each
fold, the classifier is trained on the remaining 43 folds, and is
utilized to predict the heartbeat data from the given fold. The
process is iterated through all 44 folds.

TABLE III
MAPPING FROM MIT-BIH ARRHYTHMIAS HEARTBEAT CLASSES TO AAMI

HEARTBEAT CLASSES

III. METHODOLOGIES

Following the brief introduction of the proposed automatic
heartbeat classification approach in Section I, we provide in this
section a detailed description of the process and the theoretical
background of the utilized techniques. Fig. 2 depicts the full
process of the proposed method, which basically consists of five
steps, namely, preprocessing, heartbeat segmentation, feature
extraction, classification as well as two-lead fusion.

The raw ECG signals are first preprocessed to remove arti-
facts. Following the preprocessing, the ECG signals are subse-
quently divided into heartbeat segments, using provided R peak
locations. Wavelet transform (WT) and independent component
analysis (ICA) are separately applied to each heartbeat; and
corresponding coefficients are concatenated and represented in
a lower dimensional space using principal component analy-
sis (PCA). The resulting principal components that account for
most of the variance are selected, which are utilized to obtain
a morphological descriptor of the heartbeat. In addition, a set
of RR interval features are derived to obtain a characterization
of the dynamics information around the particular heartbeat.
Following the feature extraction, an SVM classifier is used for
classifying heartbeats into 16 different classes. Given that the
data from [18] contains two-lead ECG signals (denoted as lead
A and lead B), the aforementioned procedure is independently
applied to the signals from lead A and lead B. The two inde-
pendent decisions derived for each heartbeat, are fused (using
associated probabilities) to make the final decision of heart-
beat classification. The classification confidence is improved by
incorporating the signals from both leads for the final decision.
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Fig. 2. Overview of the proposed automatic heartbeat classification methodology.

A. ECG Signal Preprocessing

The preprocessing of raw ECG signals is necessary to reduce
various types of noise that can be present in ECG signals, in
order to improve the signal-to-noise ratio (SNR), which can be
beneficial to the subsequent fiducial point (e.g., the location of
QRS complex) detection and heartbeat classification. Typical
sources of noise degrading ECG signals include power-line in-
terference, baseline wander, artifacts due to muscle contraction,
and electrode movement [21].

In this study, the preprocessing of ECG signals follows the
previous literature and consists of baseline wander correction
and band-pass filtering. The raw ECG signal was first pro-
cessed to correct the baseline wander using a wavelets-based ap-
proach [22]. Following [23], the signal was band-pass filtered at
5–12 Hz to maximize the energy of QRS complex, removing
high-frequency and low-frequency artifacts. The filtered signals
were used in subsequent processing.

B. Heartbeat Segmentation

One heart cycle of ECG signal typically consists of three
basic waveform components, namely, P wave, QRS complex,
and T wave. The complete segmentation of ECG signal usually
requires the accurate detection of boundaries and peak locations
of the three waves, termed as fiducial points. The provided
annotations of R-peak locations from the database were utilized
to obtain heartbeat segments. The manual annotations were also
utilized in the reference work [6]–[17], allowing us to directly
compare our results and focus on measuring the performance of
the novel proposed heartbeat classification method.

In real applications, the automatic R peak detection is required
to fully automate the proposed heartbeat classification method.
The incorporation of the automatic R peak detector might
slightly degrade performance from two aspects. First, missed
and erroneous detected heartbeats cannot be correctly classi-
fied. However, the heartbeat detection is a well-investigated
problem and a number of existing schemes [24]–[26] are capa-
ble of detecting heartbeat with less than 0.5% error rate, on the
MIT-BIH arrhythmia database. Second, the RR interval features
will be deteriorated to some extent by the error caused by the
R peak detector. In order to assess the impact of this type of
error, an additional experiment is conducted by introducing a
Gaussian-distributed artificial jitter (with zero mean and certain
variance) to the annotated QRS locations. The performance will
be presented and discussed in Section IV.

Given the sampling rate of 360 Hz, each heartbeat segment
consists of 100 samples before the R peak location as the pre-
R segment, and 200 samples after the R peak as the pro-R
segment, i.e., a total of 300 samples corresponding to 0.83 s.
The segment size is selected to include most, if not all, of the
information in one heart cycle. In addition, the ratio of lengths
of the pre-R segment and the pro-R segment is designed to be
commensurate with that of typical lengths of the PR interval
and the QT interval. The advantage of using a fixed heartbeat
segment size lies in that it can avoid the detection of the fiducial
points related with other waveform components (e.g., P wave
and T wave), which usually are more sensitive to noise, due to
their relatively lower magnitudes.

The limitation of using a fixed heartbeat segment size comes
from that, in the case where the heart is beating much faster,
the interval between two consecutive beats is shortened and the
heartbeat segment may then contain information from neigh-
boring beats, which could potentially result in the increase of
false alarms of such an arrhythmia detector. For instance, heart
rate changes can occur when the subject is doing intense exer-
cise (e.g., running), or the subject is from a certain population
(e.g., infants). In future study, we will investigate the effects of
adapting heartbeat segment size to heart rhythm.

C. Wavelet Transform

Biomedical signals usually exhibit statistical characteristics
that change over time or position. Due to this nonstationary na-
ture, classical Fourier transform (FT) is unsatisfactory for the
analysis as the FT provides a global characterization of the heart-
beats frequency content. In contrast, wavelet transform (WT)
provides a characterization in both temporal and frequency do-
mains. This time-frequency analysis capability allows WT to
be effective in analyzing nonstationary signals, such as ECG
signals [27]. WT has been utilized in ECG signal processing
for different purposes, including denoising [22], heartbeat de-
tection [26], and feature extraction [7].

In our paper, WT is used as a feature extraction method.
Daubechies wavelets of order 8 were selected due to their
similarity with most characteristic QRS waveform. Given the
sampling frequency of 360 Hz, the highest possible frequency
presented is 180 Hz. It has been found that the energy of ECG
signals is concentrated in the frequency range of 0.5–40 Hz [28].
After applying the four-level wavelet decomposition, this fre-
quency range corresponds to the detail coefficients at level 3 (i.e.,
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Fig. 3. Two example heartbeats and their respective wavelet reconstructed signals based on the extracted wavelet coefficients D3, D4, and A4.

D3) and 4 (i.e., D4) as well as the approximation coefficients
at level 4 (i.e., A4). The dyadic decimation (down-sampling)
is used and only the even indexed elements are kept, yielding
the discrete WT (DWT). These 114 coefficients (32 from A4,
32 from D4, and 50 from D3) are thus extracted as the wavelet
features for each heartbeat.

In Fig. 3, two example heartbeats (i.e., one normal beat and
the other APC beat) are shown, along with their respective re-
constructed signals based on the extracted coefficients D3, D4,
and A4. It seems that the reconstructed signals almost coincide
with original heartbeat, indicating that these wavelet features
contain most of the energy of the original heartbeat, provid-
ing a good representation of temporal waveform and frequency
characteristics of the given heartbeat.

D. Independent Component Analysis

Independent component analysis (ICA) was originally pro-
posed to solve the blind source separation (BSS) problem, the
goal of which is to recover independent source signals from
a set of observed signals, given little prior information [29].
ICA has been utilized in ECG signal analysis for blind source
separation [30] and feature extraction [11].

ICA assumes that, at time instant t, the N observed signals
x1(t), . . . , xN (t) are modeled as a linear combination of M
underlying independent source signals s1(t), . . . , sM (t), termed
as ICA components. Hence, ICA can be formulated in vector-
matrix notation as

x(t) = A · s(t) (1)

where x(t) = [x1(t), . . . , xN (t)]T , s(t)=[s1(t), . . . , sM (t)]T

and the matrix A is referred as the mixture matrix. ICA aims to
estimate both s(t) and A, assuming that the underlying source
signals s1(t), . . . , sM (t) are statistically independent and non-
Gaussianly distributed. The independent components are esti-
mated by maximizing a certain quantitative metric of the statis-
tical independence, such as kurtosis and negentropy [29].

In this study, ICA is employed as one of the tools for fea-
ture extraction. The implementation of a fast fixed-point algo-

Fig. 4. Tenfold cross validation for selection of the number of ICs.

rithm [31] was used to estimate underlying independent compo-
nents (ICs). In order to compute ICs from the predefined training
set, five sample beats were randomly selected out of every class
in each recording (if the actual number is less than five, then
all the beats were used). As such, a total of 626 beats cover-
ing all of 16 classes were obtained from the training dataset
for estimating the ICs. The trained ICs are applied to both the
training and test dataset so that 14 ICA coefficients are derived
as features for each heartbeat. In order to study the effect of the
number of ICs on heartbeat classification and select the “op-
timum” number of ICs, tenfold cross validation was evaluated
on the training dataset, varying the number of ICs from 10 to
30; only the resulting ICA coefficients are used as features of
heartbeats fed into SVM classifier. Since the fast ICA algo-
rithm uses a random initialization, the calculated ICs depend
on the initialization. Thus, the process is repeated for five it-
erations and the average performance is reported. The results
are shown in Fig. 4; as we can see, the average cross validation
accuracy tends to increase when the number of ICs increases
from 10 to 14 and decreases afterward. Hence, 14 seems to
be a good choice of the number of ICs. Therefore, 14 ICs were
trained using the predefined training dataset, containing approx-
imate 95% of the sum of nonzero eigenvalues of the estimated
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Fig. 5. Histograms of the second ICA feature of eight heartbeat classes, including the normal and other seven arrhythmias classes; approximately 1000 heartbeats
from each of eight classes were used to compute the histogram. (The number of beats from the other eight classes are much smaller than 1000; we did not show
the histograms of the other eight classes to avoid unfair comparison.)

covariance matrix. Finally, 14 ICA coefficients are extracted
as the ICA features for each heartbeat. The resulting 14 ICA
features can be understood as “coordinates,” determining the
“location” of heartbeat data in the corresponding feature space.

Fig. 5 shows the histograms of the second ICA feature (i.e.,
the weight on the second IC) from the normal heartbeat class
and seven arrhythmia classes (approximately 1000 heartbeats
from each of eight classes are used to calculate the correspond-
ing histogram). As we can see, the distributions of the selected
ICA coefficient vary significantly between different classes, in-
dicating that this ICA feature is good at distinguishing these
eight classes. The behavior is also repeated similarly for the
other ICA coefficients and classes.

E. Principal Component Analysis

One-hundred and fourteen wavelets features and 14 ICA fea-
tures have been obtained for each heartbeat, referred as the “mor-
phological features,” providing the characterization of wave-
form shape of the heartbeat. These two types of features are
first concatenated and PCA is applied to reduce the feature di-
mensionality. The tenfold cross validation was performed on the
lead A signals of the selected training dataset, in order to select
dimensionality of the final morphological features, as depicted
in Fig. 6. Eighteen principal components are obtained based
on the training dataset are selected corresponding to retaining
approximately 90% of the variance in the training dataset. Fi-
nally, 18 morphological features are derived accordingly for
the representation of each heartbeat. PCA is introduced before
the concatenation of morphological and dynamic features since
these two sets of features focus on different characteristics (i.e.,
inside the heartbeat and between the heartbeats). On the other
hand, feature dimension reduction is applied to morphological
features in order to balance the importance of the two types of
features, since unbalanced numbers of morphological and dy-
namic features could bias SVM classifier, leading to degraded
classification performance.

Fig. 6. Tenfold cross validation for selection of the number of morphological
features.

F. RR Interval Features

Besides morphological features, RR interval features are
computed for characterizing the dynamic information of the
heartbeat, termed as “dynamic” features. Four RR features are
derived to represent the rhythm of the heartbeat at various scales,
namely, previous RR, post RR, local RR, and average RR inter-
val features.

The previous RR feature is calculated as the interval between
a given R peak and its previous R peak, and the post RR fea-
ture as that of the current R peak and the following one. They
are combined to provide instantaneous rhythm information of
the heartbeat. The local RR interval is computed by averaging
all the RR intervals within a sliding window covering the past
10-s episode of the given heartbeat; hence the local RR feature
characterizes the average rhythm in the past 10-s local dura-
tion. Similarly, the average RR interval is obtained as the aver-
age of RR intervals within a sliding window covering the past
5-min episode of the heartbeat, reflecting the background
rhythm information in the past 5-min episode.

It is worth noting that the local RR and the average RR are
different from that used in [8], [12], [17], in which the local
RR feature was calculated as the average of RR intervals of
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Fig. 7. Previous RR, local RR, and average RR features of the heartbeats from
the record 100 in MIT database, plotted sequentially over time.

ten heartbeats centered at the given beat, and the average RR
feature was obtained by averaging RR intervals of the all heart-
beats from the same record, making this feature identical for
every single heartbeat in the same ECG recording. Such an es-
timate of the average RR feature is not only unrealistic in a
real-time application, but also a biased estimate of background
dynamic information. In our paper, the local RR and the average
RR features are adapted as the average of RR intervals within
the corresponding past episodes of the given heartbeat, so that
more realistic estimates are obtained regarding the local and the
background dynamic information of heartbeat and the real-time
feature extraction is ensured.

Fig. 7 shows three RR interval features, i.e., the previous RR,
local RR, and average RR features, of the heartbeats from the
record 100 in MIT database, plotted sequentially over time. This
serves as an illustration that how the three RR interval features
reflects the rhythm information at different scales.

G. Support Vector Machine

In this study, an SVM classifier is considered for classifying
heartbeats into one of the 16 classes or the 5 classes. The SVM,
proposed by Vapnik [32], basically consists of building an opti-
mal hyperplane that maximizes the separation margin between
two different classes. This margin-based approach typically con-
structs classification models with excellent generalization abil-
ity, making it a powerful tool in various applications [33].

For a two-class classification problem, let the training set
consists of N examples {(xi , yi), i = 1, . . . , N}, where xi ∈
�d denotes the d-dimensional feature vector of the ith example
and the yi ∈ � denotes its class label, yi ∈ {±1}. The problem
is to construct a decision function f(x) based on the training set
that can be used to predict the output class label of future test
example based on its input feature vector. Following [34], it can
be formulated as an optimal problem, and the resultant decision

function is given as

f(x) = sign

( ∑
i∈SV s

αiyiK(xi ,x) + b

)
(2)

where the function K(., .) is the kernel function that map the data
into a higher dimensional space. αi is the Lagrange multiplier
for each training data sample and usually only a few αi are
nonzero. Those training examples whose αi are nonzero, are
termed as support vectors (SVs). The final decision function
f(x) is actually only determined by these few SVs.

Support vector machines are intrinsically binary classifiers.
A number of multiclass classification strategies have been de-
veloped to extend SVM to address multiclass classification
problem [34], such as heartbeat classification problem. The
most popular approaches include the one-against-all (OAA)
and the one-against-one (OAO) methods, essentially decom-
posing the multiclass problem into a set of binary classification
problem [35].

In addition to the predicted labels, probabilistic estimates can
also be obtained for each prediction following [36]. Given K-
class data, for any input feature vector x, the probability of x
being from the ith class is denoted as

pi = P (y = i |x). (3)

In the OAO approach, the classifier provides pairwise class
probabilities given by

rij = P (y = i or j,x). (4)

The pairwise posterior probabilities can be estimated approx-
imately using a sigmoid function as follows:

rij =
1

1 + exp(Af̂ + B)
(5)

where f̂ is the decision value (i.e., output of the decision func-
tion) at x; A and B are estimated by maximizing the log likeli-
hood of the training data using their labels and decision values.

In this paper, the SVM with the radial basis function (RBF)
kernel is used. First, the model parameters (i.e., the regulariza-
tion parameter C of the SVM and the width parameter σ of the
kernel) were selected using the tenfold cross validation on the
training dataset (as defined in Section II). Following the model
parameter selection, the SVM classifier was trained using the
training dataset. In the classification phase, the resulting SVM
classifier was used to predict class labels as well as the probabil-
ity estimates of the heartbeats from the testing dataset. All SVM
algorithms are implemented using the LIBSVM [37] package.

H. Two-Lead Fusion

Each heartbeat segment consists of two signals derived from
the lead A and lead B. These two signals can be treated as two
observations on the same cardiac activity from two different
positions. The information from the two signals can be fused to
make the final decision, so that the classification confidence is
enhanced.

The same procedure was independently applied to the two
signals, including feature extraction and classification. Two
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individual SVM classifiers were trained separately using the lead
A and the lead B signals of heartbeats from the training dataset.
The two classifiers are applied, respectively, to the lead A and
the lead B signals of each test heartbeat, so that two independent
answers are derived from the two classifiers for each heartbeat,
which are combined to make the final decision on the beat
category.

Two different approaches are adopted to combine the two
independent answers from the individual classifiers. The first
method, termed as rejection approach, is simply to compare
the independent classification answers from the two individual
classifiers. Ideally, the two answers should be the same for a
given heartbeat. In the case that an inconsistency occurs, at
least one of the two classification results is incorrect, which can
possibly be caused by the loss of quality for the signal from the
corresponding lead, perhaps due to artifacts caused by muscle
movement, electrode contraction, etc. In such circumstances, the
inconsistency can be resolved simply by rejecting the heartbeat,
i.e., no final decision is made. The price paid for this rejection
approach is that no decision is made for a small portion of
heartbeats. The rejected heartbeat can possibly be reserved for
later manually review by physicians.

The second approach, namely, Bayesian approach, incorpo-
rates the probability estimates from the two individual classifiers
to make the final decision. Given K-class data, assuming that the
outputs from two classifiers to be combined, the final probability
estimates P̄ (y = i | {x1 ,x2}) can be calculated based on indi-
vidual probabilities Pl(y = i |xl), l = 1, 2, that are obtained
from the corresponding individual (i.e., single-lead) classifier,
using a Bayesian product approach, as follows:

P̄ (y = i | {x1 ,x2}) =
∏2

l=1 Pl(y = i |xl)∑K
j=1

∏2
l=1 Pl(y = j |xl)

(6)

where xl is the feature representation of the heartbeat on the lth
lead, feeding into the lth individual classifier, l = 1, 2. Hence,
the probability of the heartbeat being from the ith class is given
as the joint probability of the lead A signal and the lead B signal
being from the ith class; the joint probability is normalized into
the range of [0, 1] to be a valid probability estimate. Finally, the
winning class k is determined to correspond to the highest final
probability estimate in M classes, given by

k = argmax
i

P̄ (y = i | {x1 ,x2}). (7)

IV. RESULTS

A. Class-Oriented Evaluation

In the “class-oriented” evaluation, two individual classifiers
were trained separately using the lead A signals and the lead B
signals of the training dataset defined in Section II. The trained
individual classifiers were utilized to predict the lead A signal
and the lead B signal of each test heartbeat, respectively. Based
on the lead A signals, 84908 heartbeats were correctly classi-
fied out of 86009 test beats with an accuracy of 98.72%. Using
the lead B signals, the heartbeat classification performance got

slightly worse, with 84805 heartbeats being correctly recog-
nized, corresponding to an accuracy of 98.60%.

As discussed in Section III-H, the two fusion approaches,
namely, the rejection approach and the Bayesian approach were
investigated to combine the two classification results from both
lead signals to make the final decision for each heartbeat. The
rejection approach resulted in an accuracy of 99.71% with a
price of rejecting 2054 heartbeats (i.e., set aside for physi-
cian review). The Bayesian approach, based on the fusion of
probability estimates, yielded an average accuracy of 99.32%.
Both approaches show significant improvement in performance
over that using individual lead signals. The rejection approach
yielded a slightly better performance, at the price of rejecting a
small portion of heartbeats. The performance on each individual
heartbeat class is evaluated using two metrics, namely, the sen-
sitivity (Se) and positive predictivity (+P), which are calculated
based on the number of true positive (TP), false negative (FN),
and false positive (FP), as follows:

Se =
TP

TP + FN
(8)

+P =
TP

TP + FP
(9)

where TP is defined as the instance from the given class cor-
rectly classified as from that class; FN is given as the instances
from the given class (any of the 16 classes or the 5 classes) be-
ing incorrectly classified as from other classes; FP is defined as
the instance from the other class incorrectly classified as from
the given class. The sensitivity and positive predictivity of each
individual class are summarized in Table IV. As we can see,
the both approaches exhibited reasonable individual-class per-
formances, showing good sensitivity and positive predictivity,
except on a few small heartbeat classes, e.g., “e” and “Q.” The
final confusion matrices for using the two fusion approaches are
presented in Fig. 8.

Table V provides a comparison of classification accuracies be-
tween the proposed approach and earlier published results [6],
[7], [9]–[11], [16], based on the “class-oriented” evaluation
scheme. We observe that the proposed approach obtained im-
provement in heartbeat classification accuracy over the literature
paper. The improved results indicate that the proposed feature
representation of heartbeats, based on a combination of morpho-
logical and dynamic features, exhibits a superior performance
for discriminating heartbeat segments from a variety of heart-
beat classes. In addition, the proposed two-lead fusion strategy
enhances the classification confidence and improves the heart-
beat classification performance. Based on these results, we can
conclude that the proposed method offers improvement over
earlier approaches.

Regarding the contribution of different types of features, by
using wavelets and ICA features alone, the resulting average
classification accuracy is 95.32% and 94.25%, respectively. By
using WT and ICA features together (with PCA), the resulting
classification accuracy is 98.46%. By adding RR features, the
resulting classification accuracy improves to 99.32%.

Finally, we need to note that the “class-oriented” evalua-
tion is not a realistic measure of classifier performance in real
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TABLE IV
PERFORMANCE SUMMARY ON EACH INDIVIDUAL CLASS IN THE “CLASS-ORIENTED” EVALUATION

Fig. 8. Final confusion matrices of using the two fusion approaches. (a) Final confusion matrix using the rejection fusion approach. (b) Final confusion matrix
using the Bayesian fusion approach.

TABLE V
COMPARISON OF CLASSIFICATION ACCURACIES BETWEEN THE PROPOSED

METHOD AND THE REFERENCE WORK [6], [7], [9]–[11], [16], USING THE

BIASED CLASS-ORIENTED VALIDATION

applications. It provides a quantification of capability of the clas-
sifier and features for separation among different beat classes
when they are perfectly modeled. This evaluation is conducted
in order to make a comparison with previous works.

B. Subject-Oriented Evaluation

Besides the “class-oriented” evaluation, the “subject-
oriented” evaluation is employed to estimate the performance of
the proposed method in practice. As discussed in Section II-B,
the same database division is adopted as in the literature [8],
[15], [17], i.e., the 22 records used as the training set and the

other 22 records as the testing set. The results are reported in
the ANSI/AAMI defined five-class division; the average perfor-
mance is shown in Table VI. In addition, the record-by-record
cross validation is performed. For each record, the model is
trained on the data from the other 43 records and is subsequently
used to test the heartbeats of the given record; the procedure is
repeated for all 44 records. The performance is averaged and
presented in Table VI. The confusion matrices of the two above-
mentioned tests are shown in Tables VII and VIII, respectively.

We compare the observed results with the results in [8], [15],
and [17] based on the following metrics, namely, classification
accuracy, Se and +P of the supraventricular ectopic class (the
class “S”), as well as that of the ventricular ectopic class (the
class “V”). The comparison is presented in Table VI. As we
can observe, the proposed method yielded comparable perfor-
mances, in terms of general accuracy, as well as on the class “S”
and class “V.” The worse performance on the class “S” can pos-
sibly be attributed to fewer data samples of class “S” than class
“V.” As expected, the performance of the “subject-oriented”
evaluation shows worse results than that of the “class-oriented”
evaluation, due to interindividual variability in physiological
characteristics.
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TABLE VI
COMPARISON OF “SUBJECT-ORIENTED” EVALUATION RESULTS BETWEEN THE PROPOSED METHOD

AND THE REFERENCE WORKS [8], [15]

TABLE VII
CONFUSION MATRIX USING THE SUBJECT-ORIENTED TEST

TABLE VIII
CONFUSION MATRIX OF CROSS-VALIDATION USING

THE SUBJECT-ORIENTED TEST

C. Feature Extraction Robustness Test

As discussed in Section III-B, in real applications, the auto-
matic QRS detection should be incorporated to fully automate
the proposed heartbeat classification method. The automatic R
peak detection can introduce error in RR interval features, as
well as the computation of other features, since there could
exist a shift between the actual and the detected R peak loca-
tions. In order to test the robustness of the proposed feature
extraction method, one experiment is conducted by introduc-
ing a Gaussian-distributed artificial jitter (with zero mean and a
standard deviation of five samples) to the annotated QRS loca-
tions. The “five-sample” is a typical amount of shift introduced
by the QRS detector. It yielded a general accuracy of 99.01%
(99.28% with 3.2% rejections), based on the “class-oriented”
evaluation, compared with the original performance of 99.32%
(99.71% with 2.4% rejections), using the actual annotated R
peak locations. This serves as a proof of the robustness of the
proposed feature extraction methodology.

V. CONCLUSION

In this paper, we presented a systematic approach for auto-
matic heartbeat classification. One novel feature representation
of heartbeat segments is proposed, based on a combination of
a set of derived morphological and dynamic features. Improved
wavelets, ICA and RR interval features are utilized. The clas-
sification is finally done using 18 PCA projection coefficients

computed from the concatenated wavelet and ICA features, plus
four RR interval features. Besides, two fusion approaches are
developed to fuse the information of both lead signals to make
the classification decision, using the probability estimates given
by SVM classifiers. On the benchmark MIT-BIH arrhythmia
database, the proposed method yields an accuracy of 99.3%
(99.7% with 2.4% rejections) in the “class-oriented” evaluation
and an accuracy of 86.4% in the “subject-oriented” evaluation.
The results of “class-oriented” evaluation can be interpreted as
a measurement of performance achievable if the classifier could
be trained using the beats from the patients to be analyzed. The
results of the “subject-oriented” evaluation can be deemed as a
more realistic estimate of potential performance of the proposed
method in real applications.

In the future, it is of interest to investigate certain automatic
patient customization scheme, allowing the proposed heartbeat
classification method being capable of adapting to individual
physiological characteristics. In addition, it is interesting to ex-
plore potential benefits of adapting heartbeat segmentation to
heart rhythm, avoiding the increase of false alarms caused by
wild heart rhythm variability in some scenarios, or for certain
population.

REFERENCES

[1] K. Robert and E.C. Colleen, Basis and Treatment of Cardiac Arrhythmias,
1st ed. New York: Springer-Verlag, 2006.

[2] V. X. Alfonso and J. Tompkins, “Detecting ventricular fibrillation,” IEEE
Trans. Biomed. Eng., vol. 54, no. 1, pp. 174–177, Jan. 2007.

[3] S. Barro, R. Ruiz, D. Cabello, and J. Mira, “Algorithmic sequential
decision-making in the frequency domain for life threatening ventricular
arrhythmias and imitative artefacts: A diagnostic system,” IEEE Trans.
Biomed. Eng., vol. 11, no. 4, pp. 320–328, Jul. 1989.

[4] K. Minami, H. Nakajima, and T. Toyoshima, “Real-time discrimina-
tion of ventricular tachyarrhythmia with Fourier-transform neural net-
work,” IEEE Trans. Biomed. Eng., vol. 46, no. 2, pp. 179–185, Feb.
1999.

[5] J. A. Kastor, Arrhythmias, 2nd ed. London: W.B. Saunders, 1994.
[6] M. Lagerholm, C. Peterson, G. Braccini, L. Edenbrandt, and L. Sornmo,

“Clustering ECG complexes using Hermite functions and self-organizing
maps,” IEEE Trans. Biomed. Eng., vol. 47, no. 7, pp. 838–848, Jul.
2000.

[7] G. K. Prasad and J. S. Sahambi, “Classification of ECG arrhythmias using
multi-resolution analysis and neural networks,” in Proc. Conf. Convergent
Technol. Asia-Pacific Region, Oct. 2003, pp. 227–231.

[8] P. de Chazal, M. O. Dwyer, and R. B. Reilly, “Automatic classification of
heartbeats using ECG morphology and heartbeat interval features,” IEEE
Trans. Biomed. Eng., vol. 51, no. 7, pp. 1196–1206, Jul. 2004.

[9] S. Osowski, L. T. Hoa, and T. Markiewic, “Support vector machine-based
expert system for reliable heartbeat recognition,” IEEE Trans. Biomed.
Eng., vol. 51, no. 4, pp. 582–589, Apr. 2004.

[10] J. Rodriguez, A. Goni, and A. Illarramendi, “Real-time classification of
ECGs on a PDA,” IEEE Trans. Info. Tech. Biomed., vol. 9, no. 1, pp. 23–34,
Mar. 2005.



YE et al.: HEARTBEAT CLASSIFICATION USING MORPHOLOGICAL AND DYNAMIC FEATURES OF ECG SIGNALS 2941

[11] X. Jiang, L. Q Zhang, Q. B. Zhao, and S. Albayrak, “ECG arrhythmias
recognition system based on independent component analysis feature ex-
traction,” in Proc. IEEE Region 10 Conf., Nov. 2006, pp. 1–4.

[12] P. de Chazal and R. B. Reilly, “A patient-adapting heartbeat classifier using
ECG morphology and heartbeat interval features,” IEEE Trans. Biomed.
Eng., vol. 53, no. 12, pp. 2535–2543, Dec. 2006.

[13] W. Jiang and G. S. Kong, “Block-based neural networks for personalized
ecg signal classification,” IEEE Trans. Neural Networks, vol. 18, no. 6,
pp. 1750–1761, Nov. 2007.

[14] T. Ince, S. Kiranyaz, and M. Gabbouj, “A generic and robust system for
automated patient-specific classification of ECG signals,” IEEE Trans.
Biomed. Eng., vol. 56, no. 5, pp. 1415–1426, May 2009.

[15] M. Llamedo and J. P. Martinez, “Heartbeat classification using feature
selection driven by database generalization criteria,” IEEE Trans. Biomed.
Eng., vol. 58, no. 3, pp. 616–625, Mar. 2011.

[16] L. de Oliveira, R. Andreao, and M. Sarcinelli, “Premature Ventricular
beat classification using a dynamic Bayesian network,” in Proc. IEEE Int.
Conf. Eng. Med. Biol. Soc., Aug./Sep. 2011, pp. 4984–4987.

[17] G. de Lannoy, D. Francois, J. Delbeke, and M. Verleysen, “Weighted con-
ditional random fields for supervised interpatient heartbeat classification,”
IEEE Trans. Biomed. Eng., vol. 59, no. 1, pp. 241–247, Jan. 2012.

[18] MIT-BIH Arrhythmias Database. [Online]. Available: http://www.
physionet.org/physiobank/database/mitdb/.

[19] Testing and Reporting Performance Results of Cardiac Rhythm and ST
Segment Measurement Algorithms, ANSI/AAMI EC57:1998 standard,
Association for the Advancement of Medical Instrumentation, 1998.

[20] C. Ye, M. Coimbra, and B. V. K. Vijaya Kumar, “Arrhythmia detection and
classification using morphological and dynamic features of ECG signals,”
in Proc. IEEE Int. Eng. Med. Biol. Soc., Aug./Sep. 2010, pp. 1918–1921.

[21] A. U. Rajendra and J. S. Suri, Advances in Cardiac Signal Processing,
1st ed. New York: Springer-Verlag, 2009.

[22] D. Zhang, “Wavelet approach for ECG baseline wander correction and
noise reduction,” in Proc. IEEE Int. Eng. Med. Biol. Soc., 2005, pp. 1212–
1215.

[23] J. Pan and W. J. Tompkins, “A real-time QRS detection algorithm,” IEEE
Trans. Biomed. Eng., vol. 32, no. 3, pp. 230–236, Mar. 1985.

[24] P. Laguna, R. Jane, and P. Caminal, “Automatic detection of wave bound-
aries in multilead ECG signals: Validation with the CSE database,” Com-
put. Biomed. Res., vol. 27, no. 1, 1994.

[25] V. X. Afonso, W. J. Tompkins, T. Q. Nguyen, and L. Shen, “ECG beat
detection using filter banks,” IEEE Trans. Biomed. Eng., vol. 46, no. 2,
pp. 192–202, Feb. 1999.

[26] S. Kadambe, R. Murray, and G. F. Boudreaux, “Wavelet transform-based
QRS complex detector,” IEEE Trans. Biomed. Eng., vol. 46, no. 7, pp. 838–
848, Jul. 1999.

[27] S. Reddy, Biomedical Signal Processing: Principles and Techniques.
New York: McGraw-Hill, 2005.

[28] N. V. Thakor, J. G. Webster, and W.J. Tompkins, “Estimation of QRS
complex power spectra for design of a QRS filter,” IEEE Trans. Biomed.
Eng., vol. 31, no. 11, pp. 702–706, Nov. 1984.

[29] A. Hyvrinen, J. Karhunen, and E. Oja, Independent Component Analysis.
New York: Wiley-Interscience, 2001.

[30] J. J. Rieta, F. Castells, C. Sanchez, V. Zarzoso, and J. Millet, “Atrial activity
extraction for atrial fibrillation analysis using blind source separation,”
IEEE Trans. Biomed. Eng., vol. 51, no. 7, pp. 1176–1186, Jul. 2004.

[31] A. Hyvrinen, “Fast and robust fixed-point algorithms for independent
component analysis,” IEEE Trans. Neural Network, vol. 10, no. 3, pp. 626–
634, May 1999.

[32] V. N. Vapnik, The Nature of Statistical Learning Theory.. New York:
Springer-Verlag, 1995.

[33] H. Byun and S. W. Lee, “A survey of pattern recognition applications of
support vector machines,” Int. J. Pattern Recognit. Artif. Intell., vol. 17,
no. 3, pp. 459–486, 2003.

[34] C. Cortes and V. N. Vapnik, “Support vector networks,” J. Mach. Learn.,
vol. 20, pp. 1–25, 1995.

[35] C. W. Hsu and C. J. Lin, “A comparison of methods for multi-class support
vector machines,” IEEE Trans. Neural. Net., vol. 13, no. 2, pp. 415–425,
2002.

[36] T. F. Wu, C. J. Lin, and R. C. Weng, “Probability estimates for multi-class
classification by pairwise coupling,” J. Mach. Learn., vol. 5, pp. 975–1005,
2004.

[37] C. C. Chang and C. J. Lin. (2011). “LIBSVM: A library for support vector
machines,” ACM Trans. Intell. Sys. and Tech., [Online]. 2,pp. 27:1–27:27.
Available: http://www.csie.ntu.edu.tw/cjlin/libsvm.

Can Ye (S’10) received the B.Eng. degree in infor-
mation engineering from the Department of Informa-
tion Science and Electronic Engineering, Zhejiang
University, Zhejiang, China, in 2008. He is currently
working toward the dual Ph.D. degrees at the De-
partment of Electrical and Computer Engineering,
Carnegie Mellon University, Pittsburgh, PA as well
as at the Department of Computer Science, Univer-
sity of Porto, Porto, Portugal.

His research interests include signal processing
and machine learning of physiological vital signals

(such as ECG and blood pressure) for online monitoring and detection of ab-
normal health events, especially the identification of a variety of cardiac abnor-
malities through the analysis of ECG signals.

B. V. K. Vijaya Kumar (F’10) is currently a Profes-
sor of Electrical and Computer Engineering (ECE)
and the Associate Dean for Graduate and Faculty Af-
fairs of College of Engineering, at Carnegie Mellon
University (CMU). He served as the Associate De-
partment Head of the ECE Department from 1994
to 1996 and as the Acting Head of the ECE Depart-
ment from 2004 to 2005. His research interests in-
clude pattern recognition, biometrics and coding and
signal processing for data storage systems. His publi-
cations include the book entitled Correlation Pattern

Recognition (coauthored with Dr. A. Mahalanobis and Dr. R. Juday, Cambridge
University Press, November 2005), 15 book chapters, and more than 500 tech-
nical papers.

He served as a Pattern Recognition Topical Editor for the Information Pro-
cessing Division of Applied Optics. He served as an Associate Editor for the
IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY from 2004
to 2009. He serves on many biometrics and data storage conference program
committees and was the Co-General Chair of the 2004 Optical Data Storage
conference, the Co-General Chair of the 2005 IEEE AutoID Workshop, the
Co-Chair of the 2008, 2009, and 2010 SPIE conferences on Biometric Tech-
nology for Human Identification and is the Co-Chair of the 2012 Biometrics:
Theory, Applications and Systems (BTAS) conference. He serves on the IEEE
Biometric Council and was a Former Member of the IEEE Signal Processing
Society’s Technical Committee on Information Forensics and Security. In 2003,
he received the Eta Kappa Nu Award for Excellence in Teaching in the ECE
Department at CMU, the Carnegie Institute of Technologys Dowd Fellowship
for educational contributions and in 2009 was a corecipient of the Carnegie
Institute of Technologys Outstanding Faculty Research Award. He is a Fellow
of the SPIE, the Optical Society of America (OSA), and the International As-
sociation of Pattern Recognition (IAPR).

Miguel Tavares Coimbra (M’06) received the B.Sc.
degree in electrical engineering and computers from
the Faculty of Engineering, University of Porto,
Porto, Portugal. He started the PhD studies in 2000 at
Kings College London, London, U.K., in the area of
computer vision, he then transferred to Queen Mary,
University of London, London, U.K., in 2002, where
he received the Ph.D. degree in 2004.

He was a Researcher at INESC-PORTO in 1999.
He was a Postdoctoral Researcher in Medical Imag-
ing at IEETA-Universidade de Aveiro, Portugal, until

September 2006. He has 12 years of experience in computer vision, eight of
which in biomedical image and signal processing research. He leads a small
research team of around 15 members and either leads or participates in various
multidisciplinary projects involving areas such as gastroenterology, cardiology,
psychology, biomechanics, and biology. He is currently an Assistant Professor at
the Department of Computer Science, Faculty of Sciences, University of Porto.
His current research interests include biomedical signal processing and interac-
tive systems for healthcare. He is a Founding Member of the Porto Laboratory
of the Instituto de Telecomunicaes, in which he created and currently leads the
Interactive Media Group.

Dr. Coimbra is a Technical Advisor of the Portugal Chapter of the IEEE
Engineering and Medicine Society, a EURASIP Local Liason Officer and mem-
ber of the Scientific Committee of the Master in Medical Informatics of the
University of Porto.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


